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1 Introduction.
In this project, we consider optimal control problems under PDE constraints. In particular,

we focus on boundary and distributed control problems constrained by the Poisson equation.
The work was guided by [1] and [2].

2 An uncoupled boundary control problem.

The first part of the project involved solving the following problem:

Problem 2.1 — 1D uncoupled boundary control problem

Suppose we have a 1-dimensional rod represented by the interval [0, 1]. We will control
the heat on the left side of the rod by u € R and fix the rod’s temperature at the right
endpoint to be 0. We would like the steady-state temperature v of each point x of the
rod to be as close to 1 as possible. From physics, we know v must satisfy —Av =0 in
2 = (0,1), which motivates solving the following constrained optimization problem:

A
minimize J(v,u) := /(v(:p) —1)%dz + §u2
U,V Q

(

subject to — Av =0 on €, (
v(0) =u, v(l) =0 (lc

u € R. (

Let’s introduce some typical terminology for constrained optimization problems of this
form: w is the control, v is the state, the function J being minimized in (1a) is the
objective, 0 < A < 1 is a fixed regularization parameter, (1b)-(1d) are called the
constraints, and R in (1d) defines the set of admissible controls.

We will solve this problem two ways. First, we solve the problem analytically using the
fact that the control u comes from a finite-dimensional vector space. Then, we solve the
problem numerically using a method that is applied to higher-dimensional problems, where
the control is generally taken to be a function u € L?(95).

2.1 Analytic solution.

As posed in (1), the objective is a function of two variables, the control v and the state v.
From the theory of differential equations, though, we know that each u € R gives rise to
a unique solution v that satisfies the constraints of the problem. So, we begin by defining



the solution operator, S : R — L?(Q), such that u + v. This means we may re-frame the
problem as

minimize j(u) := /(S(u)(x) —1)%dx + %uz (2a)
u 0
subject to u € R. (2b)

To solve this problem, we compute a formula for the solution operator. From the theory of
differential equations, if v solves (1b), then v(z) = ax + b for some a,b € R. Inputting the
boundary conditions in (1c) therefore yields the formula v(z) = u(1 — z), so that S(u)(z) =
u(1 — z) is the solution operator we wanted. Thus the modified objective becomes

i) = [ (St)@) = 12 do+ G

' 2 Ao
—/0 (u(l—z)—1) dx+§u

1 A
:1—u+§u2+§u2.

We therefore solve j'(u) = 0 and take A — 0 to get |u = 3/2.

2.2 Numerical solution using scipy.optimize.

To solve the problem numerically, we follow an approach that applies even when u comes
from an infinite-dimensional function space as is the case for higher dimensions. We begin
by discretizing everything in the problem: given M € N, we partition €2 into a grid with
boundaries 0 = @15 < @32 < -+ < Tar41/2 = 1, centers xy, 1= 1/2 - (x4_1/2 + Tp41/2), and
widths hy = @12 — Tp—1/2. Then define wy = [¥4_1/2, Tp41/2), and approximate v by
vy = 224:1 Uk 1y, . Under this discretization, we reformulate the objective and constraints to
get

1 A
minimize Jp(vp, 1) = = / (on(2) — 1)2 dz + 2o (3a)
U,Vh 2 Q 2
1
subject to ﬁ(—vk_l + 20, — V1) =0for k=2,...,M —1, (3b)
k
v =1u, Uy =0 (3c)
u e R. (1d)

where, in general, the differential equation constraint in (3b) comes from a discrete version
of the Laplacian operator A. To solve this problem using scipy.optimize, we simplify the
objective to get

1

A
Jn(vp,u) = 5 2

hk: . (’Uk, — ]_)2 + §'Ul

I



and we rewrite the constraints in matrix-vector form as

[0 0 0o 0 -~ 0 o 0
1 2 =1 0 - 0| | 0
0 —1 2 —1 --- 0|.|vs] = |0
(0 0 0 0 - 1] |w] [0

Then we use scipy.minimize on a uniform grid.

7~

M =
sh =

10
11

12 def

38 )

1600
1/ M

o regularization_lambda = 0.01

finite_dimensional_objective(y: np.ndarray) -> float:
average_as_vector = np.ones(y.shape)
objective = 0.5 * h % np.sum(

np.square(y - average_as_vector)
) + 0.5 % regularization_lambda * math.pow(y[0], 2)
return objective

build_constraint_matrix() -> sparse.lil_array:

constraint_matrix = sparse.lil_array((M, M))

constraint_matrix[-1, -1] =1

for i in range(1, M - 1):
constraint_matrix[i, i - 1]
constraint_matrix[i, i] = 2
constraint_matrix[i, 1 + 1] = -1

return sparse.csr_matrix(constraint_matrix)

-1

build_constraint_vector() -> np.ndarray:
return np.zeros(M)

;2 constraint = opt.LinearConstraint(

build_constraint_matrix(),
build_constraint_vector(),
build_constraint_vector(),

o result = opt.minimize(

finite_dimensional_objective,
np.ones(M),
method="trust-constr",
constraints=constraint,




This results in the numerical solution for M = 100 plotted in figure 1, as well as the error
for finer and finer grids plotted in figure 2.
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Figure 1: Numerical approximation of v = S(u) from scipy.optimize

Error for M = 16, 32, ..., 512
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Figure 2: L grid-norm error for scipy.optimize

Interestingly, we do not see that the error — 0 as A — 0 as we would expect.

3 An uncoupled distributed control problem.

The next problem involved a similar problem where the control is distributed instead of on
the boundary:



Problem 3.1 — 1D uncoupled distributed control problem.

As before, we have a 1-dimensional rod represented by the interval [0, 1], but we fix its
temperature to be 0 at both ends and instead control the heat sources in the interior
of the rod. Thus, where before the control u was the temperature of the rod on the left
endpoint, now u € L?(Q) defines the heat sources. We still want the temperature of
the rod to be as close to 1, pointwise, as possible. This leads the following constrained
optimization problem:

minimize J (v, u) := 1/(v(a:) —1)%dz + A / u(z)? d (4a)
v 2Jq 2 Jo

subject to — Av = wu on (), (4b)

v(0) =v(1)=0 (4c)

u € L*(Q). (4d)

a<u<ba.e. in (4e)

Note that the additional constraint on w in (4e) is a typical one and called a box
constraint.

Here we will not solve the problem analytically, but rather numerically via an implemen-
tation of the active set algorithm described in [2].

As a precursor to the algorithm, we start by discretizing the control, u. As above, we
partition the domain into subdomains w;, and approximate u by a piecewise constant function
up = 22421 ugly,, u1,...,uy € R. We then re-define the solution operator S : L*(Q) —
L?(2) that maps the control u to the unique solution v to the constraints in (4b)-(4c).

The main difficulty in implementing the algorithm involves finding a discretized version
S+ RM — L%(w) of the solution operator S : L?(2) — L*(2). We do this by computing
vp = S(1,) for each &k = 1,..., M, that is, we compute the unique solution vy to the
boundary value problem

—Av, =1, on £, (5a)

We could very well numerically approximate the solution to this problem using the ELLIPTIC1d
code used in part (a) of the course, but we can also find an analytic solution without too
much difficulty. In 1D, (5a) is equivalent to —v” = 1,,, so we begin by finding a second
antiderivative for 1,,. Define f : [0,1] — R by

(@) :/Oxllwk(t)dtJrC, CeRr

C if x < Tk—1/2
= C+x_xk-_1/2 if x € wy,
C + hy, if x> 24100



so that f" = 1,, by the fundamental theorem of calculus. Then define g : [0,1] — R by

g(:v):/oxf(t)dt—l—D, DeR

Crx+D if v <wp_1/0
= Cx—i—D—l—xQ/Q—i—xi_l/z/Z—x-xk,l/g if z € wy
Cx+ D+ hi(x — xy) if 2> 2pq100

so that ¢ = f by the fundamental theorem of calculus. Thus ¢’ = 1,,, so v = —g satisfies
(5a). Plugging in boundary conditions yields D = 0, C' = —hg(1 — xy).

With this formula for v, we can define the discretized version of the solution operator
Sp i RM — L2(Q) by Sy(@) = 3", upvy. We also need the adjoint Sj : L2(€2) — R” of this
operator, which, as described on p. 100 in [2], is given by

(Si(w)), = / y- vy da.

We will use the quad integration function from scipy.integrate to compute this integral
as necessary.
Now, as in [2], the active set algorithm for this problem is as follows:

DO Choose arbitrary initial vectors iy, py € RM.

D1 Given @, and p),, determine the new finite active sets A}, and A, as well as the
finite inactive set I,,,1:

&;p:{ke{L”wAﬂ:—%ﬁ>b}
A :z{kE{l,...,M}:—%<a}

]n+1 = {17 e 7M} \ (A11_+1 UAT_L+1) :

D2 Compute p,41 := S} (Spti, — 1) and

a ifhe A,
Un+1,k = —p—nt\l’k if k < In+1

Proceed to D1 for the next iteration step.

The iteration is halted once A}, = A and A, , = A,. This algorithm is implemented as
follows:



13 def analytic_v_k(x: float, k: int = @) -> float:

44 C = -cell_widths[k] * (1 - cell_centers[k])

45 if x <= cell_boundaries[k]:

46 return -C * X

7 elif cell_boundaries[k] <= x <= cell_boundaries[k + 1]:
) return -(

19 0.5 * math.pow(x, 2)

50 - X * cell_boundaries[k]

51 + 0.5 * math.pow(cell_boundaries[k], 2)

52 + C * x

53 )

54 return -(cell_widths[k] * (x - cell_centers[k]) + C * x)

;7 def integral_of_v_k(k: int) -> float:
58 return quad(analytic_v_k, 0, 1, args=(k))[0]

¢ integrals_of_v_k = np.array([integral_of_v_k(i) for i in range(M)])

¢s initial_u = np.ones(M)
¢« initial_p = np.ones(M)
6P, U = initial_p, initial_u

66

67 (

68 previous_positive_active_set,

69 previous_negative_active_set,

70 previous_inactive_set,

71 positive_active_set,

72 negative_active_set,

73 inactive_set,

) = (set(), set(), set(), set(), set(), set())

N = 0

s while n < 1000:

77 n +=1

78 print("iteration " + str(n))

79

80 (

81 previous_positive_active_set,

82 previous_negative_active_set,

83 previous_inactive_set,

84 ) = (positive_active_set, negative_active_set, inactive_set)

85 positive_active_set, negative_active_set, inactive_set = set(), set()
, set()

86

87 for k in range(M):

88 if -p[k] / regularization_lambda > b[k]:

89 positive_active_set.add (k)

90 elif -p[k] / regularization_lambda < a[k]:

01 negative_active_set.add (k)




92 else:

03 inactive_set.add(k)
94

95 p = np.zeros(M)

96 for k in range(M):

o7 for j in range(M):

08 pl[k]l += ul[j] * integrals_of_v_k[j]
99 p[k] -= integrals_of_v_k[k]

100

101 for k in positive_active_set:

102 U[k] = a[k]

103 for k in negative_active_set:

104 U[k] = b[k]

105 for k in inactive_set:

106 ulk]l] = -p[k] / regularization_lambda

107

108 if (

109 positive_active_set == previous_positive_active_set

110 and negative_active_set == previous_negative_active_set
111 ) .

112 print("Found u: " + str(u))

113 break

For a = 0 and b = 10, this produced the result of u;, = 10 for all k =1,..., M, and thus
v(z) = =bz(x — 1).

4 Future work.

For C3, I would like to work on a coupled problem. For instance, if € = [0,1/2], Qs =
[1/2,1], and v; € L?(Qy), vo € L*(Qy), we can try to control u € R such that v, is as close
to 1, pointwise, as possible, and such that

—Av; =0, v1(0) =u, v (1/2) =v2(1/2), v1(1/2) =v5(1/2), wo(1)=0.

Other future directions which I may not have time for would (1) include implementing my
own algorithm for the boundary control problems or (2) solving a 2D distributed control
problem.
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